
Motivation

Limitations of Existing Techniques

• reductions often don’t translate to hardware
• makes AT more expensive
• ad hoc in nature, no theoretical basis behind them

Generalized Depthwise-Separable 
Convolutions

how to choose the 𝑔𝑐’s? → optimal approximation algorithm 

Two-stage Convolution

Structure of Equivalent 2D Convolution

Main Result: Error-constrained Optimal Approximation

Theorem: Given a (𝐶,𝐾,𝑀) standard 2D convolution with 
weight matrix 𝐖, the (𝐶,𝐾,𝐠,𝑀) GDWS approximation with 
weight matrix 𝐖 that minimizes the complexity 𝛾(𝐠) subject 

to 𝑒 𝐖, 𝐖, 𝛂 ≤ 𝛽 (for some 𝛽 ≥ 0), can be constructed in 

polynomial time via the LEGO Algorithm.

𝐖G,𝑐 ∈ ℝ𝑀×𝐾2 & rank 𝐖G,𝑐 ≤ min 𝑔𝑐 , 𝐾
2 ∀𝑐 ∈ [𝐶]

Experimental Results – CIFAR-10 

Summary
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GDWS vs. HYDRA [NeurIPS’20] GDWS vs. ADMM [ICCV’19]

•HYDRA: compromises robustness, minimal improvements in FPS
•ADMM: compromises robustness, high FPS
•GDWS: preserves robustness and boosts FPS significantly

GDWS vs. Lightweight Networks GDWS vs. RobNet [CVPR’20]

•GDWS + standard networks outperform RobNet & MobileNets

•GDWS: universal and efficient approximations of 2D convolutions 
• dramatically improves FPS while preserving robust accuracy
• operates on pre-trained models → no additional training

deep nets are expensivedeep nets are vulnerable

decision: 
‘panda’

decision: 
‘gibbon’

design robust and accurate deep nets that achieve 
high FPS when mapped onto edge hardware 
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